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Publishing annual life expectancy by sex to two decimals has become almost customary
for countries with reliable death registration, and perhaps a target for other nations. The basis of
this standard requires investigation. Following common practice in statistics, we define accuracy
as the 95% confidence interval, and provide a simple method to compute the accuracy of
calculations of life expectancy. We show that the accuracy of life expectancy is mainly
determined by the level of mortality and the size of population. We indicate that, even if death
registration and population count were perfect, the accuracy of life expectancy would not reach a
year for 30% of all countries, 0.1 years for 63% of all countries, and 0.01 years for any country,
even China or India.

Life expectancy at birth (hereafter life expectandy) is increasingly used as a broad
measure of mortality, and applied to issues su@vakiating the development levels of countries
(e.g., UNDP, 2010). Given this trend, it is praaliig important to ask how accurately the LE can
be computed.

International organizations estimate and publigiLtfy for countries with or without
death registration, in a variety of formats. ThatehNations Population Division (UNPD, e.g.,
United Nations, 2009) publishes thE by sex to one decimal, for 5-year periods and tr@s
with 100 thousand or more populations. The Unitetidhs Development Programme (e.g.,
UNDP, 2010) computes Human Development Index ugiatE estimated by UNPD, but for
two sexes together and to one decimal. The WorkltH®rganization (e.g., WHO, 2005)
estimated E by sex to integer years, but for single-year pkri®©n the other hand, almost every
country, or a sub-area of a country that computesdbles, publishes annusk by sex to two
decimals (e.g., Sweden, 2011; Japan, 2011). Inrgkm&ernational organizations view their
estimates oLE as less accurate than that of the national statistgencies. We have not been
able to trace the origin of these standards nar thgonale. One might make the common sense
argument that it is reasonable to expect that cimsnivith good vital statistics can register all
their deaths accurately to one day. Then we mighee thel E of these countries to be accurate
to the second decimal, which corresponds to O.@tsyer 3.7 days.

But this argument doesn’t answer to the questian:tbheLE for a year be computed
accurately by sex to two decimals for any counfrgZanswer this question, “accurate” needs to
be defined. Following common practice in statisties define accuracy as the 95% confidence
interval. In other words, an accuracy of 0.01 yéaudies that there is a 95% chance for the true
LE to be in the range of 0.005 years around the ctedpE. Under this definition, as we will
show in this paper, the answer to the above questinegative: indeeldE cannot be accurately
computed to 0.01 years annually by sex for any tguaven China or India.

! The views expressed in this paper are those dutteor’'s and do not necessarily reflect thosdef t
United Nations.



Among the methods of estimating the accuracyfChiang (1984) provided the
following approach. Assuming that the age-spegfibabilities of survival are measured
without bias and that deaths are binomially distiil within an age group, Chiang first derived
the formula to compute the standard error of safvivobability of an age group, which depends
on the observed death rate and the number of detils age group. Describing the change of
LE by survival probabilities, Chiang obtained thenfiotas of computing the standard errot&f
which depends on the age-specific death rates eaithsl Using these formulas to the data of US
females in 1975, Chiang showed that the standaod efLE is about 0.016, leading to 0.06
years accuracy in terms of normal distribution.a@lyis work indicated that when the death rates
are assumed unbiased, population size is the raafarfthat determines the accuracy Bf
Moreover, even for the population of the US in 1@ third largest one after China and India
then, the LE could not be computed accurately@a @ears. The logic behind Chiang’s study can
be described by the large number law: the chanseaifg the face from throwing a coin is 0.5 in
theory, but in practice one can make it close Sodlly when number of throws is large.

Assuming that the distribution of deaths withineeye group is of Poisson rather than
binomial, Silcocks et al (2001) provided anothdraddormulas to estimate the accuracy &
WHO (2005) applied a method similar to that of 8iks to estimate the accuracylLdf for
countries with complete death registration, andi@ssimulation method that is based on the
uncertainty of model life table parameters to eatarthe accuracy &fE for other countries.

These methods, however, are complex (Silcocks @08ll). Nonetheless, Eayres and Willions
(2004) applied the methods of Chiang and Silcooksypothetical small populations with age
structure and death rates of English men in 199®28nd obtained more impressive results.
They showed, for instance, the standard errduEofor a hypothetical population of 50 thousands
is about 0.6 years, implying that the accuracydserthan 2 years. Their study suggested that, if
theLE is required to be accurate to 2 years, then itldvoat be reachable for populations less
than 50 thousand for one sex, or for countries ieits than 100 thousand populations. These
conclusions are informative, but they are basedithrer simulation for small populations or
death rates and age structure of a chosen co@drnymore general conclusions be obtained by
some method easier to understand, and simpleef® Tise answer is yes.

A one-birth model

We start from describing the life circle of onethirather than the deaths in one age
group. We denote the years this person lives layndam variableY,; , where subscript 1 stands
for the first person for the reason to be seen .doetthe probability of surviving from birth to
agex be , p, and the probability of dying in the age group vatarting age be q,,,,, where n is
the length of the age group, then the probabilfityusviving from birth to age x and dying in age
group x, namely{Y, = X}, is

P{Yl = i} = Jx:x qux+n ' (1)

where X is the average age of death in age grqughich is described in the appendix. When the
X is chosen properly, how to cut the age groups shaot matter, and hereafter we focus on the

age groups of abridged life tables. In (1), thes the density function of a probability

distribution of death, which is obtained from olv®er death rates, and can be called the age
pattern of death. It is worth noting that the badisur method is this probability distribution ave



all age groups. On the other hand, the method lnif@), 1984) or (Silcoks, 2001) is based on the
probability distribution of deaths within each gpou

Given thed, , the life expectancy of the person in question is

LE=E() =Y 5P, =% =355, @

where «is the starting age of the oldest age group, wisickescribed in the appendix.
Subsequently, the standard deviatior¥pfor the standard error of estimating the LE ofdhe-
birth case, namel$, is

5=V :\/f(x—LE)ZP{Yl = %) :Jfa—LE)Z&x ®3)

One may note that zero death in some age groupnbdesiuse problem here, but yields infinite
standard deviation in previous methods.

As is shown byEdwards and Tuljapurkar (2005), the valueS olbserved from
seven developed countries in the last 50 yearserthfigm 14 to 20 years. Thus, estimating the
LE from one person would result in unacceptable amyrand we move forward to a cohort
model.

A cohort modél

Here we consideB persons born in one year and subject to the saonility at all the
ages, and denote the years that the ith persanbiye random variabl¥ . Then, the average

years that th® persons live, namely the random varidbleis:

B

Y,
Y = = (4)

Now the situation is entirely different. First, dlbbey the same distribution and they are

independent each other. Second, according to titeat&imit theorem, the distribution of will
be close to a normal distribution no matter whahésempirical distribution of; . And third, the

number ofY; refers to the annual births of a country that ficant larger than 25 or 30, bigger

than which the distribution of will be satisfactorily close to a normal distritori(e.g., see
Agresti and Finlay, 1997, p104). These featuresentl& confidence interval referred by standard
error valid. As a comparison, one may recall thahe previous methods the binomial or Poisson
distributions differ significantly over age, anagthumber of these distributions is usually around
20 and can hardly be larger.

We now turn to compute the expectation and stahdeviation ofY . The expectation of
Y is still (2), and the standard error of estimatifigis:



(®)

This is the standard error of estimating the LEtfi@B births, which is equivalent to observing
the average age of deaths following the life csdéthe B births. But in practice one can rarely
follow the life circle of a cohort, and we thereddurn to a stationary population model.

A stationary population model

A deterministic stationary population will be réad by any initial population, if for any
year the number of births B the probabilities of death agg , and there is no migration. The

basis of the deterministic stationary populatioth&slarge number law, with which the 0.9
probability of surviving to age 5, for examplejngerpreted as 90% births will survive to age 5.
Without applying the large number law, the deterstia stationary population becomes
probabilistic, in which deaths occur independeb#fween cohorts. This stationary population
has the age structures of death and populatioratedatientical to the above cohort model. Thus,
observing the average age of deaths following Hwv@ cohort model is equivalent to doing so
among the corresponding stationary population. Mpexifically, these deaths are to be
observed among the stationary population vitke B [ LE persons in one yeamDenote the
accuracy of the LE by Ac, (5) leads to

Ac/2=196S/~/B = 196SVLE //P. (6)

Now the question is whether the real populatioe s&n be used & From a statistic
point of view,LE is the mean of the average age of deaths amatagj@nsiry population
(LE = E(Y)), and is independent with the size of the statippapulation. Thus, in
constructing deterministic life tables, the numbkbirths is often chosen as 100 thousands for no
clear reason, because the size of the stationgmylation does not matter when only a non-biased
estimate oLE is interested. When the error of estimatirgjis in question, however, the size of
the stationary population, name®y matters, and how to choose it is a question. W/eal
suggest simply use the real population sizB,dsecauseE is the mean of the average age of
deaths among a stationary population, not amoeglgpopulation. We suggest, instead, choose
theP as the size of the stationary population thatésdosest to the real population. Let
P, (X) be the observed population in age grauandL, be the person-years in age grougf the

stationary population, which are the commonly Ugfedable function starting from 100

< L
thousand births. Our suggestion leads to mininﬁ{apo(x) - Pw—x]2 , Which results in

x=0 ZO Lx

2 In a probabilistic stationary population, the tgterson-years is a random variable && B[ LE is its
expectation.
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If the real population is stationary, (7) leadshte real population size. Accordingly, probabitisti
life tables can be constructed, of which the size cohort at birth, namell, , should be given

by the equivalent stationary population’s birB{s P/LE), and it should not be arbitrarily taken as
100 thousand for all the countries at all the tingtarting from the country-time-specific number

of birth,I, = B, each person of the cohort will survive or died@mmly according to the

probability of death at each agg,. Consequently, at each age, all life table vagsiblave

probability distributions, of which the central temcies compose that of the equivalent
stationary population or a deterministic life tablaerefore, the nature of life tables is
probabilistic, and deterministic life tables ar@agximations for large populations.

It is clear that when a cohort follows the age-#fiedeath rates of a real population to
survive, it survives over age randomly accordinthtbage-specific variances determined by the
underlying stationary population, which is oftert tiee real population. In other words, a cohort
cannot survive over age randomly according to teespecific variances that are determined by
populations other than the cohort itself. On tHeothand, when the age-specific variances
generated by an observed population are used tputerthe variance afg, as is implemented
by Chiang’'s method, the result is not the variawfciie age of deaths in a cohort’s survival
process, but something else that is hard to irgerptore specifically, Chiang’s formulas of
computing the variance &E can be viewed as a weighted average of age-speatfiances, in
which the weights are computed using the statiopapulation while the age-specific variances
are calculated by observed deaths. Thus, therto@@inconsistence in Chiang’s formulas,
because a stationary population and observed deatingt often exist together. This
inconsistence can be eliminated by using Chiaragimtila on the deaths of a corresponding
stationary population rather than an observed @ioul. By doing so, the result of Chiang’s
formula will be identical to ours, as shown in the appendi®espite the logic inconsistence,
there are facts that would make the results of i@h@actically close to ours. First, the variance
of life expectancy is determined by the age patbéwheath rather than population. Second, the
age patterns of death are more similar betweenlatuos than are the age patterns of population.
Thus, the results Chiang should be similar to cassyill be shown by examples.

The situation is simpler when ask what is the atetry population size in order to reach
a certairAc. It is

P = [L96SVLE /(Ac/2)]%. ®)

Note that a stationary population may exist in Emgth of period, the above accuracy can be
reached by persons in one year, or B¥t persons irt years, wheré can be any positive number.
Apparently, to reach the same accuracy, the peiisamse year could be reduced to 1/5 if the
period is extended to 5 years. On the other hamdeber, the precision of referring time is



reduced similarly. Hereafter, the persons in orax wee used in this paper, and are simply called
the population size.

Given q,, Sis obtained directly from (3), and then thecan be computed by (6) and (7),
or theP for a requiredAc can be calculated by (8). The basic indicat® iwhich measures the
uncertainty caused by finite population size whendeath registration and population count
were perfect. When there are errors in death ragjish and population count, the standard error
in estimating_E should be larger thag assuming that the that these errors are indepéfrden
that caused by finite population size. The abovecatlicalculation, however, can hardly answer
the question about how tiAe changes with.E in a more general sense. We therefore propose the
indirect calculation below.

Theindirect calculation

To maximize generality, we choose the West fanfilthe Coale-Demeny (1966)
model life tablegCDW) to represent the most common age pattemastality’. The values of
S, computed at selected levelsld, are shown in Table 1.

Table 1. The values d6 computed using CDW

LE 40 45 50 55 60 65 70 75 80
Male S 299 297 289 275 254 224 188 155 138
Female S 306 307 301 288 269 242 205 171 152

It can be seen that tiedeclines withLE. The reason for this trend is understandable. e bex
two peaks in the distribution of death by age: isra infant and another at old ages. With the
increase ofE, the one at infant age drops and the other aagddraises, resulting in a decline of
standard deviation. It is also apparent that®wf females are higher than that of males at the
samelE, and the gap increases witk. These patterns need further analysis. But,ittéresting
to note that, the gap obscures or disappears wéraparing the malé&at a certairLE with the
femaleSat theLE that is 5 years higher.

Using the values o6in table 1 and (6)-(7) or (8), th, or theP for requiredAc can be
computed analytically according to the leveld Bf(with some interpolation when thé& does
not end with O or 5), which we call the indirectotdation. Another application of the indirect
calculation is to investigate how tRefor a requireddc changes withLE, of which we show the
results forAc=1 in Figure 1.

3 Other model life tables could also be utilised wheere is reason to do so.



Figure 1. The Size of Population for Ac=1
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It can be seen that tiefor Ac=1 first rises when.E is lower than 50, and then drops
whenLE is higher than 55. This is because, as is show®)irtheP for requiredAC is a function

of S’LE, in which theS declines with_E, but together they show a non-monotonous
trend.
For countries without direct measure@yf, indirect estimate dfE are often obtained by

using model life tables on surveyed child and/antadeath rates. Assuming that the errors
caused by indirectly estimatingde are independent from the errors caused by firdmifation
size, the values @obtained by the indirect calculation could be \@éeivas the lower bounds for
countries without direct measure qf .

Table 1 and (8) could provide approximate but infative conclusions, by taking
theLE as 70 years for males and 75 years for femalaghiy the median level®f the
all the countries in 2005-2010 (United Nations, 201n order for the_E to be accurate
to 1 year, the population size should be largem th&8

(=196 *188y70 /(1/2)]?) million for males and 0.34 million for females, thee total

population should be 0.76 millions assuming the Iners of male and female are equal.
In 2010, about 30% of all the countriés the world had a size of population less than
0.76 million. Thus, for these countries, even ditldeath registrations and population
counts were perfect, the computdel would not be accurate to one year, and the 95%
confidence intervals would cover different valuéshe last integer of the computeé.
Further, requiring theE to be accurate to 0.1 years will raise the pomratize to 76 million,
fewer than which and more then 0.76 million theeren63% countries in 2010. For these
countries, the 95% confidence intervals would califferent values of the first decimal of the
computed_E. Furthermore, requiringE to be accurate to 0.01 years would n#egl size of
population to reach 7.6 billion, which was bigdeairt the population size of the world in
2010. Thus, evefor the left 7% countries with more than 76 millipapulations, the LE is
accurate to 0.1 but not 0.01 years.

* Taking from the 196 countries or areas with 1@itand or more populations.
® Including the 34 countries or areas with less th@® thousand populations, and assuming the disiip
of theLE among these countries is similar to that of theeis.



For about half of the countries, th& are higher than the median, the required
population size for the accuracy to reach 1 yemrekample, is therefore smaller than 0.76
million, and hence the effect is to reduce the “3@3éntioned above. But there are other half
countries withLE lower than the median, which bring an opposite@ffThus, the above
conclusions are inexact because the level€differ among countries, but they are approximate
because the effects from differéti should cancel each oth&We should also mention that
these conclusions are for annu&l For the LE in 5-year periods, the required pofoitesize
could be reduced to 1/5.

Although the indirect calculation is approximatdenms of using model rather than real
life tables, it is useful for countries without elat measure of), . According to the WHO (2007),

two-thirds of annual deaths are not registered.cBantries without reliable death
registration, theg, could only be computed at some census years.

Examples and discussion

How does the indirect calculation perform? We corajiis results with the previous
studies. In the study of Eayres and Willions (20@4¢ standard errors bE are computed using

the g, of English men in 1998-2000 (of which thE is 75.42) and 6 hypothetical population

sizes, which are 0.5, 1, 5, 10, 25, 50 thousaruise&ch population size, the age structure is
taken from the English men in 1998-2000, and 30dsted errors oLE are computed, as are
shown by the cycles in Figure 2. These 30 stanelaais differed by using the methods of
Chiang or Silcock, numerical computing or randomusating, the last age group starting at age
85 or 95, and 5-year or 10-year age group. For episgn, we use the indirect calculation
withS =171, which is chosen from table 1la8E=75, the closest integer to tihé of English

men in 1998-2000.

Fgure 2. The Standard Error of Life Expectancy of Males:
Curve(Indirect Calculation), Circles(Eayres and Willions)
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Eayres and Willions showed, in Figure 2, that tiaadard error ofE declines
nonlinearly withP. The indirect calculation explained that this fiioic is proportional ta//P .

Now let us imagine a male population with the €i#80 thousand, and assume that
perfect registration and calculation lead t=75.42, where the “2” is a result of rounding up
following the customary standard. Is the secondnaglcaccurate? And if not, what should be
done? To answer these questions, we first$irdl 7 according to Table 1, and
thenAc /2 = 128according to (6). We recommend rounding upAbR to its largest non-zero
digit which is 1, and correspondingly the 75.4Z% then thed_E is expressed as 751, reflecting
the fact that the last integer is inexact. Thisnepde showed a case that tH€ is inaccurate to 1
year, and the decimals could be misleading.

We now turn to an application of the direct caltiola Using theq, and the female

populations by age of the US in 1975, (7) prodube® as 114 millions, which is about 3.6%
more than the actual population size. Furtheryi@js Ac/2=0.0289, and the indirect calculation
that requires only the real population size ARdjives Ac/2=0.0271. Compared to that of
Ac/2=0.0305 by Chiang’'s method, the direct caléatatnakes a difference about 0.0016 years.
This difference is caused mainly by the age strestof the population, because the direct
calculation counts the ages of death among a staiigoopulation, while Chiang’'s method does
SO0 among an observed population. A comparisoneoftlo age structures is shown in Figure 3.1.
It is apparent that the baby boom and bust causeghdicant difference between the two age
structures. Compared to the difference betweeagestructures of population, the 0.0016 years
difference between the values of Ac is small.

Figure 3.1. The Age Patterns of the US
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Figure 3.2. The Age Patterns of Female
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How can the results between the methods of oursteriaf Chiang be so close? We
discuss some plausible reasons below. First, bedhasage pattern of death is determined not
only by the age structure of population, but atsgutated by the age pattern of mortality, the
difference between the age patterns of death shmmuttmaller than that between the populations,
as can be seen by comparing in Figures 3.1 and\B®because the CDW represented the most
common age pattern of mortality, its age patterdezth should also be similar to the actual or
the stationary one, as is also shown in FigureSe2ond, the variance of estimaticig is
determined directly by the age pattern of deatteat of population. Thus, the closeness between
our results and that of Chiang is comprehensive.

Finally, for US females in 1975, about 111 milliahen, the_LE cannot be to 0.01 years,
and it should be displayed as LE=76.65+0.03 yeargxample that the first decimal is accurate
but the second is not. The accurate first decimgdissts a concise format: theé can be
expressed as 76.7 years, with 95% sure that thditasis exact. This conclusion was produced
by a complex method using data on age-specificatityrand population, and it could be
provided now by a simple method using data mereltheLE and total population. Furthermore,
for countries with less population or higher levelsnortality, theLE can only be computed less
accurately. We therefore suggest evaluate the acguvhen computing or estimatind.B.

Appendix
(1) Theaverage age of deathsin an age group

As Eayres and Willions (2004) indicated, the average of deaths in age group X,
namelyX , is determined by assuming that the deaths ameuéstributed in one age group in
Chiang’s method, or by assuming that the deathisatenstant in one age group in Silcock’s

method. It is more convenient to rewite= X + a,, wherea, is a commonly used life-table
function, namely the mean number of person yeaesl by the deaths in age group x. In fact,
Chiang’s assumption leads & being at the middle of the age group with lengtand Silcock’s
at the first half of the age group. Although thassumptions make little difference in computing
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LE, they are too simple to be consistent with thalitative features thaa, should follow. These
features are described, for instance, by Prestenyé&line and Guillot (2001, p44), as below.

First,a, should be smaller thalg at infant and child ages. This is because, whemth
(the death rate at age group X) is small and deshivith age, more deaths should occur in the

, , . n
first half of the age interval. It is also cleaatla, should be larger thaig at adolescent and
adult ages. This is because whepincreases with age, more deaths should appeag iseitond

half of the age interval. At old agea, should be smaller thaigr, becausem, is high so that

survivors decline quickly with age.

Among the formulas of estimatirg, we recommend use the Greville (1943) formula as
below:

n —_ n2 —_ Log(mx+n /mx—n)

a=—-—[m :

2 12[ h 2n ]
One may exam that Grevillea, satisfy the qualitative features. For ages O addygars, the
Greville formula does not apply, and we use theigogh formulas of the CDW as below:

a, = b,, m, = 0107,
Coo * Coy My, M, < 0107,
, > 0107,

Cyo +Cyy [Ny, M, < 0107,

where the parameters are:

bO bl COO COl ClO Cll
Male .33 1.352 .045 2.684 1.651 -2.816
Female .35 1.351 .053 2.8 1.522 -1.518

(2) Theoldest age group

For the oldest age group starting at agéraditional methods assume that the life
expectancy at age is1/m,, , wherem,, is the crude death rate over ageThis
assumption requires that the population at ages @vis stationary, which could lead to large
errors. We use the, at ages 80-99 years to build a logistic model (Gtert, Kannisto, and
Vaupel, 1998), in which then, converges to 1 when x goes to infinite. This mambels hem, at

ages 80-99 years to infer that at 100 years aret,cdahd hence is more stable than using direct
data that suffer severe fluctuations caused bylgpopllation size. We stop our life tables at age
130, at which there is virtually no survivor.
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(3) Thevariances of LE computed from observed and stationary deaths

When the population is stationary, Chiang’s vareatestimating life
expectancy at birth for an observed populatMyyg, , refluces to variance of life

expectancy of a stationary populatigg(e, , which can be indicated below using

simplified formulas that neglect the details of garting the mean age of death within an
age interval.

First, let the probability of surviving from birtémd age i-1 to age i de (with
l, =1) and p,, life expectancy at birth can be simplified as

€ =1+ +, +..+l +..., |, = p.p,...p,
Then the (4.8, p162) of Chiang becomes

og, 1 I
D=0+ ... ]1="e =] .e
api P [I i ] P -

Therefore, combining the (2.2, p163) and (4.103)16 Chiang,V, (e, )s simplified as

D.

Vo (&) :Z[Ii_lq]zm,

where D, and g,are the number of death and the probability oflleaspectively, in age
interval[i —1i).

Now, let the population be stationary and the ahbuith be B, there are
D, =Bl .4,

and
— 1 2 — 1 2
Vo(eo)__zli—lel q @d-g; __Zliq q -
B i B i
We now turn to using continues version and athfele functionT, = .[dex for

, . .
concise sake. Noticing that nogy = — lim X*&—* = —=, V,(e,) becomes

-l __1d
-0 Axl, |, dx
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T2 dI 171, 1%, 1
Vo(eo) _[ _EJ.ETX dlx _E_([Tx dK
1. T2 ¢ 1. , .7
= [~ -2[ =T dT, ] ==[-€? + 2[T,dx
B[IO Lxxx]B[eolx]

1 ¢ 1 y 1,0
—E[—e§—2.(|;xde]—E[—e§+2£xlxdx]—g[ e§+£lxdxz]

_1 T _1 T
= gle - Xl =gle + [ x50

=2 [[x-&] 5,k =Vy(e,).

Vs (&,) is the continues version of (5).
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